
ABSTRACT 
In this paper, we explore the design, implementation and 
exploration of Interactive Virtual Soundscapes (IVSs). First, 
we construct a bottom-up definition of an IVS, and examine 
its components, including space, sound objects, and users. 
We then describe a software we developed based on this 
model, and detail its functions in the construction of IVSs. 
Furthermore, we propose two approaches to the design of 
an IVS, namely an augmented reality and a virtual reality 
approach. We evaluate the experiential characteristics of 
each approach based on implemented prototypes. We then 
discuss the possible applications of IVSs in a variety of 
fields. Finally, we offer an overview of the ongoing devel-
opments in our research, and propose possible hardware 
and software extensions to our existing system. It is our aim 
with this research to arrive at a common framework of ter-
minology, techniques and tools relevant to IVSs. 

1. 1. INTRODUCTION 
Motion tracking techniques have been used in interactive 
performance situations since the 1980s [1, 2]. Earlier exam-
ples relied on a variety of technologies ranging from com-
puter vision (e.g. blob and edge detection) to infrared trans-
mission. Such methods have either been computationally 
taxing or required specialized tools and facilities. However, 
with the recent advent of consumer-grade motion-capture 
devices, such as Microsoft Kinect and Leap Motion, imple-
menting a motion tracking system today can be low-cost and 
relatively straightforward. This new level of accessibility 
enables, and moreover necessitates, a modern discourse on 
common tools and techniques used in interactive perfor-
mance projects. In this paper, we propose Interactive Virtual 
Soundscapes both as a conceptual approach to the design of 
interactive virtual audio systems, and as a framework of 
tools comprised of new and existing software. 

One of our primary considerations when developing this 
framework is to have it rely on cross-platform software and 
widely available hardware. It is our aim to provide artists, 
designers and researchers with an easily reproducible sys-
tem that minimizes a need for extensive configuration and 
calibration. 

2. 2. TERMINOLOGY 

2.1. Soundscape 

In 1969, the composer R. Murray Schafer argued that any-
one and anything that makes a sound is part of “a continu-
ous field of possibilities lying within the comprehensive 
dominion of music” [3]. This statement is in agreement with 
the ideas from the first half of the 20th century on a redefin-
ition of what constitutes musical material [4]. However, the 
concept of soundscape, proposed by Schafer, proposes an 
ecological approach towards the evaluation of everyday 
acoustic environments. The field of acoustic ecology, which 
deals with this concept, investigates the mutual relationships 
between sounds, listeners and the environment from a com-
municational perspective. In Schafer’s typology, a sound-
scape has a broad definition: “we may speak of a musical 
composition as a soundscape, or a radio program as a sound-
scape or an acoustic environment as a soundscape” [3]. 

2.2. Virtual Soundscape 

In his Handbook for Acoustic Ecology, the composer Barry 
Truax defines a soundscape as a sonic environment “with 
emphasis on the way it is perceived and understood by the 
individual, or by a society”, and indicates that it may refer to 
an actual environment or to a musical composition, particu-
larly when the latter is regarded as “an artificial environ-
ment” [5]. From this point of view, any soundscape compo-
sition can be considered as a virtual soundscape. However, 
we find it essential to articulate the virtuality of the material 
we are working with for several reasons. Firstly, it is neces-
sary to differentiate the audible output of the system dis-
cussed here from that of a natural soundscape. Furthermore, 
the design approach to virtual soundscapes proposed in this 
paper adopts a landscape architecture model in which a two 
or three-dimensional terrain is populated with objects. Ac-
cordingly, using the IVS Software, which will be described 
briefly, the designer can furnish a virtual space with a vari-
ety of sound objects, and therefore synthesize sonic topolo-
gies.  

It is our aim with this terminology to emphasize the asso-
ciation of the current study with both soundscape studies 
and the research in virtual reality. The latter often deals with 
computer simulation of three-dimensional environments. 
Many previous projects have situated sound in virtual reality 
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and architectural contexts [6, 7]. Similarly, we investigate 
the spatial composition and simulation of aural virtual reali-
ties that require the conception of a musical structure in the 
form of an environment rather than a temporal progression 
of sound events. 

2.3. Interactive Virtual Soundscape 

The inhabitants of a natural soundscape can navigate their 
surroundings, and participate in sound producing events. 
Although a natural soundscape can be viewed as an inher-
ently interactive acoustic environment, soundscape compo-
sitions are traditionally fixed media works. On the other 
hand, virtual soundscapes, as defined above, can also be 
non-interactive. The design of a soundscape can inherit a 
landscape architecture model in the context of a virtual real-
ity application, yet it can still be presented to the audience in 
a fixed form.  

We conceive an IVS as a system that responds, in real-
time, to motion that is either virtual or embodied. A signifi-
cant number of artistic projects have utilized motion-track-
ing-based interactions with sound in virtual reality set-ups 
[8, 9, 10]. From the user’s perspective, a primary character-
istic of an IVS is navigability. By simply traversing an IVS, 
the user assumes a much more active role than that of a tra-
ditional music listener. Moreover, the designer can also in-
teract with the virtual soundscape in real-time, and alter the 
aural reality experienced by the user. An IVS therefore al-
lows for the mutual participation of a designer and a user in 
creating a real-time, non-linear sound composition presented 
in the form of an spatial structure. In Section 7, we will dis-
cuss ongoing developments in our system towards the ex-
pansion of the modes of participation available to both the 
designer and the user. 

3. 3. COMPONENTS OF AN IVS 

3.1. Space 

For the designer of an IVS, space is a canvas. It represents 
the virtual landscape that is to be populated with a variety of 
sound objects. The constructed virtual space is superim-
posed on the physical space for a user to explore. Since this 
space is intended to afford navigability for a human observ-
er, it is to be conceived in relation to human proportions and 
within the limits of auditory perception.  

In the two implementations discussed in this paper, the 
user navigates the space either physically or virtually. These 
two prototypes employ either headphones or a loudspeaker 
system for aural feedback. In both implementations, to es-
tablish a three-dimensional aural space, we use Ambisonic 
(B-format) encoding and decoding, which is a “powerful 
and efficient” [11] surround sound technique based on the 
decomposition of a sound field into cylindrical (2D) or 
spherical (3D) harmonics. 

3.2. Sound Objects 

Sound objects are the topographical constituents of the 
space described above. The designer positions sound objects 
in this space using the IVS Software. 

In the 1940s, the composer Pierre Schaeffer conceived 
the concept of sound objects as an approach to the treatment 
of recorded sounds in the context of music. According to 
Schaeffer, a sound object is to be considered as an entity in 
itself and not merely as a reference to an external object. In 
an IVS, a sound object is a virtual entity without a resonat-
ing body; from this perspective, it can be considered as 
adopting, and embodying Schaeffer’s theory. However, the 
landscape architecture approach has distinct implications in 
terms of the temporal structuring of sound objects in the 
context of an IVS. The designer can position sound objects 
in virtual space as permanent entities in the form of contin-
uous or looping sounds. Nevertheless, sound objects can 
evolve over time and encapsulate multiple morphologies. 

Spatially, a sound object in an IVS can be characterized 
in relation to its propagation, directionality and localization 
properties. 

3.2.1.Uniformity of Propagation 

Sound objects in an IVS can display either uniform or non-
uniform propagation characteristics. A point sound source in 
an Ambisonic system is a monophonic sound that propa-
gates uniformly in all directions. We will refer to these 
spherical-projection sounds as uniform propagation sound 
objects. With such objects, the IVS system reacts to changes 
in distance between the user and the sound object (i.e. the 
sound output of the object remains the same at varying az-
imuth values at equal distances). On the other hand, with a 
non-uniform propagation sound object, perceived sound 
changes with variations in both distance and azimuth. To 
implement such a behavior, we have designed a non-uni-
form propagation (nup~) external for Max. The nup~ exter-
nal accepts a number of inputs designated by the designer, 
and mixes them in 360º around an origin that represents the 
position of the sound object situated in the virtual space. 
The designer is also able to feed rotation data into nup~ to 
alter the orientation of a sound object. In its current form, 
the nup~ object allows for the overlapping of adjacent sound 
sources (i.e. with a minimum hop-size of half the window 
size) to maintain a predictable behavior. 

3.2.2.Directionality of Propagation 

Sound objects in an IVS can be either directional or omnidi-
rectional. We label monophonic sound sources that propa-
gate in all directions as omnidirectional sound objects. Such 
objects can display both uniform and non-uniform propaga-
tion characteristics. Conversely, directional sound objects 
have a limited field of projection as seen in Figure 1 (b). To 
create a directional sound object, the designer can use the 
nup~ external to segment the 360º projection field of an 
object and allocate sounds only to a limited portion of this 
field. This behavior is similar to that of a sound cone, which 
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describes the intensity of a sound as "a function of the 
source/listener angle from the source's orientation 
vector” [12]. Sound cones are most commonly used in game 
audio to articulate sound sources in relation to user position, 
by utilizing inner and outer cones of varying sound intensi-
ties. 

Figure 1. (a) Uniform propagation omnidirectional sound 
object, (b) uniform propagation directional sound object, 
(c) non-uniform propagation omnidirectional sound object 
with a crossfade region displayed in the top portion. 

3.2.3. Localization of a Sound Object 

Once defined as a point in space, a sound object acts as a 
localized source. The spatial reach of a sound object is de-
termined by its amplitude. Schafer describes acoustic space 
as the area over which a sound may be heard “before it 
drops below the ambient sound level” [3]. Accordingly, lo-
calized sound objects in an IVS occupy an acoustic space 
similarly to sounds in a natural environment. These objects 
exhibit a limited sound throw, and their audibility changes 
with the user’s proximity to the object.  

On the other hand, zonal sound objects demarcate regions 
in the virtual space. The implementation of zonal sound 
objects was driven by an artistic need to have background or 
textural sounds that are independent of user position and 
orientation. These objects are audible only when a user 
wanders into a pre-determined area. Once in that area, the 
user hears the zonal sound object as an ambient sound. By 
changing the size of a zonal sound object, it can be made to 
cover the entirety of the virtual space or act as an excitable 
sound object of smaller size. The designer can use zonal 
sound objects to place omnipresent sounds, or sounds that 
are to be perceived as self sounds by the user. 

Another localization characteristic of a sound object is 
defined by whether it is stationary or moving. Sound objects 
in an IVS can be fixed in space or follow a motion trajectory 
defined by the designer. 

3.3. User 

The movement of the user determines the relative orienta-
tion of the IVS. The user effectively brings sound objects 
into the audible space by seeking them out in the virtual 
space. From an artistic perspective, the user of an IVS can 
be considered as a performer. By exploring the virtual 

topography set out by the designer, the user choreographs 
his or her experience in the form of a temporal and spatial 
unfolding of the IVS. 

4. 4. IVS SOFTWARE 
Based on the model described above, we have developed a 
software1 for the design and implementation of IVSs using 
the media programming language Max2. The software inter-
face, seen in Figure 2, affords an overhead view of the vir-
tual space. The interface on the right-hand side allows the 
designer to choose from a variety of sound sources (i.e. au-
dio file, external input, nup~), assign this source to an object 
type (i.e. directional, omnidirectional, zonal), and place the 
object within the virtual space. The combination of a sound 
source and an object type specify an object’s membership to 
the categories described in the previous section. 

The designer can then change the amplitude (i.e. the 
acoustic space) of each object, as well as the coverage of 
zonal objects. Using the handle on the directional objects, an 
orientation for the sound output of a nup~ object can be set. 
The designer can also record and playback motion trajecto-
ries for each object and play them back at variable speeds. 
Sound objects can be added, deleted and repositioned in 
real-time.  

The location of the user is represented by a dot, with a 
needle displaying the user’s orientation. Finally, how the 
user will navigate the IVS can be determined by selecting 
from a range of input devices (i.e. Kinect, keyboard, other 
controller). 

Figure 2. IVS beta software, user interface 

4.1. Ambisonic Encoding/Decoding 

To integrate Ambisonic processing into our current soft-
ware, we used the Ambisonics externals for Max developed 

(a) (b) (c)

� � �

1 The IVS Software can be found at http://github.com/ivsProject 
2 Cycling ’74 distributes both licensed and free runtime versions of Max at  
https://cycling74.com/downloads/
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by Jan Schacher and Philippe Kocher at the Institute for 
Computer Music and Sound Technology in Zurich3. 

Under the hood, ICST ambiencode~ and ambidecode~ 
objects process the Ambisonic localization of the non-zonal 
sound objects. The ICST Ambisonics Tools are designed to 
simulate moving sound sources around a stationary user 
located within the sound field of the ambisonic system. The 
IVS software abstracts this behavior by processing the mo-
tion data from the user, and calculating the relative move-
ment of the sound objects to maintain a stationary virtual 
soundscape. 

5. TWO APPROACHES TO DESIGNING AN 
IVS 

To evaluate the experiential characteristics of navigating an 
IVS, we implemented two prototypes. Both prototypes were 
based on the model seen in Figure 3, but with varying inter-
action and feedback methods. Both implementations relied 
on a single central computer. 

Figure 3. IVS implementation model 

5.1. Augmented Reality Approach 

The augmented reality (AR) approach relies on the super-
imposition of an aural virtual reality on a physical space that 
is to be explored by the user. By tracking the movement of 
the user in this space, the IVS software maintains a sound-
scape that is stationary relative to the user. The IVS is fed 
back to the user through headphones. 

In our studies, we have also examined binaural spatializa-
tion, which is a common technique for headphone-based 3D 
audio applications. There have been significant advances in 
the perceived realism of dynamic binaural reproduction 
[13]. However, head-related transfer function (HRTF) indi-
vidualization is considered essential to achieve convincing 
results [14], as non-individual HRTF-based binaural imple-
mentations have been observed to cause front/back confu-
sion in source localization [15]. Similarly, in user evalua-
tions we have conducted with non-individualized binaural 
add-ons to our system, we achieved inconsistent results 
across users. While user-specific HRTF data can be added to 
our system in an extra decoding module, we refrained from 
enforcing it in the default operation of our software. As a 
substitute, we used a combination of spectral filtering and 
dynamic modulation as a low-cost emulation of localization 

cues to help users differentiate between sounds in the frontal 
and the rear regions when using headphones. 

5.1.1.Skeletal Tracking 

To perform motion tracking in the AR implementation, we 
utilized a natural interface (i.e. an invisible interface that 
requires minimal learning). In our prototype, we use Mi-
crosoft’s Kinect for Xbox 360 sensor to determine the posi-
tion of the user in physical space. The sensor employs a 
motion capture technique called skeletal tracking, which 
“allows Kinect to recognize people and follow their actions” 
[16]. To extract the depth and skeletal tracking data from 
Kinect, we use the ofxOpenNI library built for the C++ tool-
kit openFrameworks4. The extracted information is commu-
nicated to Max via Open Sound Control (OSC), which is a 
cross-platform networking protocol most commonly used in 
musical applications. To incorporate OSC in our system, we 
used the ofxOSC library, which is a built-in add-on dis-
tributed with openFrameworks. 

To determine a user’s orientation, we use two shoulder 
coordinates and calculate the angle of the vector between 
these two points. Based on its commercial use as a home 
entertainment device, Kinect is designed to track users who 
are facing the device [16]; it is therefore unable to differen-
tiate between users facing towards or away from the sensor. 
In an IVS, it is necessary to track users in 360º to allow for 
free roaming of the virtual space. To achieve this, we paired 
two Kinect sensors with their line of views 135º from each 
other as seen in Figure 4. This is done to compensate for 
when the user’s orientation vector is orthogonal to the line 
of view of an individual Kinect, in which case the sensor is 
unable to differentiate between shoulders. With the configu-
ration seen in Figure 4, the line of view of the second Kinect 
remains 45º offset in such cases. In the initial state, the user 
is expected to face one of the Kinects, so that both sensors 
are able to extract a clear skeletal image. 

Figure 4. AR-based IVS use case 

The reason we preferred to develop our own skeletal 
tracking program around ofxOpenNI, rather than using 
available solutions like Synapse or OSCeleton, was to be 
able to work with multiple Kinects connected to a single 
hub. Furthermore, this program handles the orientation in-
terpolation between the two sensors prior to OSC transmis-
sion to the IVS software. 

Designer IVS User
IVS Software

Headphones/Speakers

Kinect/Controller

3 ICST Ambisonic tools can be found at https://www.zhdk.ch/?icst 
4 The toolkit can be found at http://openframeworks.cc. ofxOpenNI add-on 
is hosted at https://github.com/gameoverhack/ofxOpenNI
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Recent projects that deal with virtual acoustic systems 
have addressed similar user orientation issues by using other 
methods. Pugliese et al. paired a Kinect sensor with a 9 de-
grees of freedom orientation tracker placed on the head-
phones equipped by the user [17]. Müller et al. used a 16-
camera OptiTrack system paired with user-equipped caps 
and gloves that are marked with reflective material [18]. 
While both methods are effective in extracting accurate user 
orientation data, they deviate from our goal of designing a 
system consisting of widely available products that require 
minimal end-user configuration. 

5.2. Virtual Reality Approach 

The virtual reality (VR) approach relies on the simulation of 
an aural reality around a stationary participant. The partici-
pant interacts with the VR using a control device with 3 
degrees of freedom. 

Since locomotion in the VR is not limited by physical 
boundaries, such as those in the AR system described above, 
we found it necessary to incorporate a two or three-dimen-
sional landscape model of the IVS to give the user a sense 
of context and orientation. A use case of this implementation 
can be seen in Figure 5. Another strategy to tackle this issue 
without visual cues is to use zonal sound objects to provide 
the user with aural contexts. 

Figure 5. VR-based IVS use case aided by a visual representation 

In our implementation, we used a quadrophonic sound 
system and immersive visuals projected onto a custom con-
cave screen as pictured in Figure 6. In an Ambisonic system, 
(M+1)2 loudspeakers are necessary for the 3D rendering of a 
sound field, with M representing the Ambisonic order [19]. 
A quadrophonic configuration is therefore capable of sup-
porting a first-order Ambisonic system. Several perception-
based studies have shown that first-order Ambisonic sys-
tems are prone to source blurring [20]. Although our imple-
mentation was sufficient as an IVS prototype used in an 
artistic context, Higher-order Ambisonics (HOA) should be 
utilized in applications that require precision, as localization 
accuracy increases with the Ambisonic order [21]. Since the 

ICST Ambisonic Tools can work with systems of varying 
orders, the IVS software is easily adaptable to HOA. 

Figure 6. VR-based IVS prototype 

5.3. A Brief Comparison of the Two Approaches 

In summation, while the AR approach affords virtual sound 
objects fixed in physical space around a moving participant, 
the user of a VR-based IVS remains stationary as the virtual 
soundscape is animated around him or her. In our imple-
mentations we have observed this distinction to result in 
several experiential differences. 

Locomotion in the AR system is constrained by the limits 
of the physical space if not by the tracking range of the mo-
tion sensors. However, due to the kinesthetic nature of the 
experience, sound objects are more likely to be perceived as 
concrete entities in space. This was evident in the users’ 
tendency to orient to the objects with multiple senses (i.e. 
hearing, vision, proprioception).  

Conversely, while the VR system lacks an embodied ex-
perience, it offers the possibility of unconstrained locomo-
tion. The extra-diegetic perspective allows for navigation 
methods that transcend physical motion in terms of speed, 
extent and elevation. When compared with the act of walk-
ing involved in the AR experience, users described the vir-
tual motion in the VR system with such metaphors as “dri-
ving a vehicle” and “floating”. We have observed that the 
users of the VR system were more inclined to explore the 
acoustic space rather than individual sound objects. Fur-
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thermore, participants expressed intent to explore beyond 
the peripheries of the virtual space. One participant indicat-
ed a need to move faster than the virtual traveling allowed. 
Such tendencies imply different design considerations to be 
taken into account with each approach, particularly in terms 
of the density of a spatial composition and its effects on the 
temporal progression of an IVS experience.  

Due to the natural interface used in the AR system, the 
users were quick to grasp the role of locomotion in their 
experience. With the VR system, some participants needed 
further instructions on how the system functioned. Partici-
pants with previous experience in gaming immediately 
grasped the mechanics of the VR interface. Interestingly, 
some of the participants using the VR system enacted bodily 
movements similar to steering a car. 

6. 6. APPLICATIONS 
As the authors of this article, we have conceived Interactive 
Virtual Soundscapes as an artistic project. From this point of 
view, an IVS can be used to spatialize a fixed piece in 3-
dimensional space, and to have the listener explore the lay-
ers of the piece by navigating this space. More interestingly, 
it can be used as a non-linear and open-ended composition 
medium where part of the artistic authority is lent to the 
listener. By incorporating generative algorithms to create 
sounds, objects and trajectories, an IVS as a musical compo-
sition can be made to display emergent characteristics that 
will be unique to each listener.  

Given the ease-of-use we aimed at with the design of our 
UI, the users can also participate in the construction of an 
IVS as part of a model which brings together the user and 
the designer. The IVS system therefore constitutes a medi-
um to devise new ways to create and experience musical 
works for the end user. 

An IVS can also be utilized outside the context of a mu-
sical work. A possible application lies in sound pedagogy. 
For instance, R. Murray Schafer’s ear cleaning exercises, 
which involve sound source localization training, can be 
administered using an IVS. IVSs can also be used as an as-
sistive technology in domestic settings to provide localiza-
tion cues to people with visual impairment. Such applica-
tions will require and nurture collaborations amongst artists, 
designers, and healthcare professionals. 

Furthermore, an IVS can function as a sonification tool 
that allows for the exploration of data in three-dimensional 
space. Additionally, when paired up with visuals, the system 
can be made to display multimodal information. However, 
for uses that involve scientific representations, the locations 
of sound objects should be fed into the system from an ex-
ternal source via OSC in order to maintain precision, as the 
current user interface only allows for the placement of ob-
jects onto space by hand. 

Another application of IVSs is in game audio, particular-
ly in mixed reality implementations. In its current form, an 
IVS lacks the goal-oriented or plot-driven designs common 
to video games. However, such aspects can be integrated 

into the IVS software as external modules. Moreover, since 
most modern game engines are extendible to support com-
munication via OSC, the IVS software can be integrated 
with such platforms as a spatial synthesizer or an audio 
sketching tool. 

Finally, an IVS can be used to create sound field repre-
sentations in landscape design. By situating field recordings 
of dynamic landscape components within virtual space ac-
cording to the intended architectural plan, the designer can 
simulate the soundscape of an actual environment. 

7. 7. FUTURE WORK 
An imminent addition to the IVS software will be zonal 
objects with irregular shapes. In the current version, while 
zonal objects can be reduced in size to act as excitable forms 
rather than sounding regions, they can only be circular in 
shape. We are currently developing objects that can be hand 
drawn onto the space. With this feature, the designer will 
also be able to trace sounding routes. This implementation 
requires sound objects that exhibit different spatial behav-
iors than that of point and zonal sources found in the current 
system. Recent studies have similarly investigated sound 
sources that display spatial extent in immersive audio appli-
cations [22, 23]. 

7.1. Combining the Two Approaches 

The next step in our research is to combine the augmented 
and the virtual reality approaches. We are currently develop-
ing an amalgamated system where a user, who explores the 
AR, is able to access a virtual representation of the IVS via 
a hand-held device, such as a phone or a tablet. After explor-
ing the physical space, which the IVS is superimposed on, 
the user is able to travel within a wider field using the virtu-
al controller while remaining stationary in the physical 
space. When desired, the user can continue to physically 
explore the IVS from the point arrived in the virtual space. 
This design resolves the “walking versus driving” dichoto-
my between the two approaches, and it combines both acts 
within a mixed reality experience. 

Furthermore, this amalgamation allows the user to further 
manipulate the IVS through graphic transformation meth-
ods. The mobile interface can be used to zoom in and out of 
the IVS (scaling), revolve the IVS around the user 
(rotation), slide and scroll the IVS (translate), and to switch 
between different IVSs (push/pop). The scaling function not 
only allows the users to explore sounds in greater detail by 
zooming into objects, but will also afford a medium for the 
artists to conceive sounds at a molecular level, and sculpt 
three-dimensional sound objects with internal components. 

7.2. Incorporation of Other Hardware 

In the current system, sounds act as phantom objects which 
the user can walk through. With the AR system, we have 
experimented with interactions based on hand movements. 
However, in our user studies, the lack of precision in track-
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ing hand gestures with Kinect for Xbox 360 resulted in an 
experiential gap between intuitive hand-based interactions 
(e.g. grabbing, poking) and their audible outcome. Kinect 
version 2 (for Xbox One), which became available as a 
standalone device in late 2014, is capable of executing “ful-
ly articulated hand tracking” [24]. We soon hope to upgrade 
our system with this version to implement more complex 
interactions with sound objects. Furthermore, the improved 
face tracking capabilities of this version, and the addition of 
neck-joint tracking with rotation can eliminate the need for a 
second sensor, which we currently use to compensate for 
cases where the user is facing away from the sensor. 

A possible modification to the VR system can be the in-
corporation of virtual reality headsets to replace the immer-
sive projection. Moreover, the recently announced Microsoft 
Hololens, which will allow users to superimpose 3D graphi-
cal objects onto visual space through semi-transparent vi-
sors, can be used in the amalgamated system proposed 
above. Using the Hololens, the physical space around the 
user can be overlaid with the visual representation used in 
VR system. 

8. 8. CONCLUSIONS 
In this paper, we reported the current developments in our 
ongoing research on Interactive Virtual Soundscapes. Given 
the recent upsurge in virtual reality studies, and the latest 
developments in consumer-grade motion tracking systems, 
we believe that it is necessary to develop a modern dis-
course on the treatment of sound in mixed reality situations. 
To address this need, we conceived a conceptual model in 
relation to soundscape studies and virtual reality research. 
Based on this model, we developed a software for the design 
of IVSs. We then implemented two prototypes to investigate 
1) the possible use-cases for an IVS, 2) how various ap-
proaches impact user experience, and 3) how our technical 
and conceptual frameworks can be improved. It was our aim 
to provide the reader with both a set of concepts and tools 
central to the design and implementation of IVSs, and our 
current vision for future research in this area. 
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